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Abstract

Hashing based dictionaries are one of the most fundamental data structures in computer science, in both
theory and practice. They have been intensively studied for decades, and numerous results have been ob-
tained in many memory models. In this survey, we try to cover some basic approaches and techniques for
designing hashing based dictionaries. We focus on three most popular memory models: the RAM model, the
I/0 model [1] and the cache-oblivious model [18]. Some lower bound results are discussed as well.
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1 Introduction
1.1 Problems

The dictionary is an important class of data structures in computer science. Given a subset .S of a universe
U, a dictionary stores .S in a memory range R, such that the following queries can be answered efficiently:

- Membership: Given a key z € U, does x belong to S?
A static dictionary is one that does not change over time. A dynamic dictionary should also support updates:

- Insertion: Include x into the dictionary;

- Deletion: Remove x from the dictionary.

In many applications each key of .S is associated with some data, and insertion will include a pair (key, data)
into the dictionary. The lookup operation is considered in these applications:

- Lookup: Does x belong to S? If so, what is its associated data?

Many methods were devised for dictionary problems. In this survey we study hashing techniques, which
offer the highest performance for the basic dictionary operations. According to Knuth [24], the idea of
hashing was originated 50 years ago by H.P. Luhn. The basic idea is to use a function h : U — R, called
hash function, to map the keys in S to a memory range R. It is possible that there are collisions, i.e.,
two different keys are mapped to the same memory location, and many collision resolution strategies were
proposed to handle such situations. The key insight of hashing is, if the hash function is “good” enough, we
do not expect many collisions and thus efficiency is achieved.

1.2 Models

To theoretically study the dictionary problem and the hashing techniques, we need a specific computational
model that describes how computation takes place and what cost to be charged. In this survey we consider
the three most popular models: the RAM model, the I/O model, and the cache-oblivious model. These
models are used to describe upper bounds. If we aim at proving lower bounds, we turn to the cell probe
model [54].

RAM Model The first model we consider in this survey is the unit-cost word RAM. In this model the
memory is an array of bit strings called words. Each word consists of w bits, for a positive integer parameter
w, called the word length. In the survey we assume the universe U is {0,...,2" — 1}, or equivalently
w = log|U|. This assumption is sometimes referred to as the trans-dichotomous assumption [16]. For
lookup operation, we assume the data has constant size so all results holds by considering a larger w. All
computation takes place in CPU that has a constant number of words of registers, on which standard oper-
ations can be carried out on words in constant time. We adopt the multiplication model, whose instruction
set includes addition, bit-wise boolean operations, shifts, and multiplication. We measure the space re-
quirements of a word-RAM algorithm in units of w-bit words. Since accessing memory is much slower
than executing instructions, in the hashing literature typically the algorithm’s cost is measured only by the
number of memory words it accesses.

Most hashing-based dictionaries require a source of random numbers. For randomized algorithms we equip
the RAM model with a special instruction which assigns random and independent words to a register. In



addition, many classical results of hashing-based dictionaries are obtained under the uniform hashing model,
in which the algorithms have access to a truly random function that distributes the keys uniformly and
independently.

I/O Model A major drawback of RAM is the lack of ability to capture the fundamental characteristics of
modern hierarchical memory systems. As a consequence, a number of more elaborate models have been
introduced in recent years. The I/O model, introduced by Aggarwal and Vitter [1] in 1988, is the most widely
used one. In this model we consider a two-level memory hierarchy: a slow but conceptually unlimited
external memory and a fast internal memory of size m. All computation takes place on data in internal
memory, and the transfer of data between internal and external memory happens in blocks of b consecutive
words; the complexity of an algorithm is the number of such I/Os (sometimes called block transfers) it
performs. It is assumed that algorithms have complete control over transfers of blocks between the two
levels. The I/O model captures the essence of the memory hierarchy when the memory transfer between two
levels of the memory hierarchy dominates the running time, and it is sufficiently simple to make analysis
of algorithms feasible. By now, a large number of results for the I/O model have been obtained — see the
surveys by Arge [2] and Vitter [50].

Cache-Oblivious Model The main disadvantage of the I/O model is that the blocking must by pro-
grammed explicitly, resulting in programs that are less flexible to different-scale problems and that do not
adapt well when the dominating memory level changes. Starting in the late 90’s tremendous efforts have
been devoted to the design and analysis of data structures that work well not only in a two-level mem-
ory model, but also in a memory hierarchy that consists of any number of levels, where each level has a
different capacity m and block size b. Among them, the most successful approach is the cache-oblivious
model [18] due to its elegance and simplicity. The cache-oblivious model is very similar to the I/O model,
the only difference being that a cache-oblivious algorithm is unaware of the parameter b and m. In other
words, a cache-oblivious algorithm is formulated in the RAM model but analyzed in the I/O model, with
the analysis required to hold for any b and m. The main idea of the cache-oblivious model is that by avoid-
ing any memory-specific parametrization the cache-oblivious algorithm has an optimal number of memory
transfers between all levels of an unknown, multilevel memory hierarchy. Thus the cache-oblivious model
is effectively a way of modeling a complicated multi-level memory hierarchy using the simple two-level
I/O-model.

Another major benefit of cache-oblivious algorithms and data structures is that they achieve their guaranteed
performance without any hardware-specific tuning. This is particularly important in autonomous databases,
and is in fact the main motivation of the recent efforts in bringing cache-oblivious techniques to databases,
such as EaseDB [22].

Cell Probe Model The cell probe model, proposed by Yao [54], is usually used to show lower bounds.
In this model, a data structure is a collection of b-bit cells, and the complexity of any operation on the data
structure is just the number of cells that are read and/or changed. It is arguably the strongest computation
model one can conceive for data structures; in particular it is at least as powerful as the RAM with any
operation set. As a result, lower bounds obtained in this model are generally considered to be impassable.
The cell size b is an important model parameter, and various b’s have been considered, often leading to
models with dramatically different characteristics. The case b = 1 (a.k.a. the bit probe model) yields a clean
combinatorial model, but it is mainly for theoretical interests. The most studied case is b = log u, where u
is the universe size, is called word probe model, which corresponds to the trans-dichotomous assumption.
When one considers a general (usually large) b, this corresponds to the I/O model.



In order to prove lower bound for hashing problems, two common assumptions are often presented: the first
one is indivisibility assumption, i.e., the (key, data) pairs must be treated as atomic elements, they can only
be moved or copied between cells in their entirety, and when answering a query, the query algorithm must
visit the cell that actually contains the item or one of its copies. The next assumption is the presence of
some free cells. For b < logu we usually assume these cells are used to store the hash function. For larger
cell size it is possible that the algorithm uses these free cells to buffer insertions, in which case the free cells
corresponds to the internal memory in the I/O model.

2 Preliminaries and Basic Techniques
2.1 Notations

Throughout this survey we use the following notations:

U Universe, assumed to be [u] = {0,1,...,u— 1}

S Data set, which is a subset of U of size n

R The hash table. In the RAM model and the cache-oblivious model R is assumed to be
a consecutive memory with address {0, 1,...,7 — 1}; In the I/O model, R is used to
denote the block set { By, B, ..., B,_1}.

m The size of the internal memory (in words).

b Block size. Without specification, we assume a block can accommodate b keys

« Load Factor. In the RAM model and the cache-oblivious model, « = n/r, and in

the I/O model o = n/rb.

2.2 Classical Results

Chaining and linear probing are the two oldest collision resolving techniques in the hashing world. For
chaining, a collision is resolved by simply putting the collided elements in a linked list. Given a hash
function h, a search for key x performs a linear search in the list A(x). To insert z we simply append it
to the list A(z). In linear probing, a search for x successively probe positions h(x), h(x) + 1,...,1r —
1,0,1,...,h(x) — 1 until z is found or we encounter an empty position, in which case we know that x
is not stored in the table. Insertion proceeds in the same manner, and we put x in the first empty position
encountered. The analysis of chaining and linear probing, under the uniform hashing assumption, can be
found in [24], and we summarize the results in Table 1.

Successful Query | Unsuccessful Query
Chaining 1+ 9 1+«
Linear Probing % + ﬁ % + 2(17104)2

Table 1. Expected cost for chaining and linear probing in the RAM model, up to an additive O(1) term.

Hashing in the I/0 model is often referred to as external hashing. Chaining and linear probing process in
the same manner as in the RAM model, except that each bucket can store b keys. For the expected 1/O cost
of a lookup, chaining and linear probing share the same asymptotic formula in the I/O model:

C, =140 (e(l—a-i-lna)b) '

Note that the term in the big-Oh is exponentially decreasing with b as long as « is bounded from 1, indicating
that the performance of external hashing benefits greatly from a large block size.
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2.3 Hashing With Limited Independence

The uniform hashing assumption is unrealistic, since to simply store a truly random hash function requires
u log r bits. To bridge the gap between hashing algorithms and their analysis Carter and Wegman introduced
universal hashing [6]. The key idea is that, since a truly random function can be obtained by randomly
selecting a function from the family of all functions that map U to R, it is possible to construct a much
smaller function family H such that a function selected from H has similar performance guarantee. Our
definition of universal hashing follows the convention in [45]:

Definition 1 A family of hash functions H with domain U and range R is (k, c)-wise independent if it is
finite and for all y1,ya, ..., yx € R, for all distinct x1,x2,...,x, € U,

. H
H{heH: hz;)) =vyi,i=1,2,...,k}| < C||R]L’
(2, ¢)-wise independent family is also referred to as universal family. It should be noted that this definition
is slightly different from k-wise independence, which maps k keys to R independently. However this only
leads to a constant difference in the hashing problems as long as c is a constant, so we will not distinguish
k-wise and (k, c)-wise in the rest of the survey.

Carter and Wegman [52] exhibited the following families of (k, (1+7/p)*)-wise independent hash functions
where U = [p], R = [r], and p is a prime:

Hy, = {h : h(z) = ((ak,laﬁkfl +---+ap) mod p) mod r, a; € [p]} .

This could be easily verified: observe that the family of degree £ — 1 polynomials in the finite field Z, is
k-wise independent; to obtain a smaller range R = [rr| we may map integers in [p] down to [r]| by a modulo
r operation. This operation preserves independence, only making the family not uniform. However, as long
as p is much larger than 7 the difference is only a small constant.

The above family presents very nice properties in many applications, however, the evaluation cost is high:
to evaluate a single hash value requires O(k) time. Many other families are proposed to solve this issue. In
practice, the most popular pairwise family is Dietzfelbinger’s multiply-shift scheme [9], which can be twice
as fast as Carter and Wegman’s family [48]. To hash w-bits integer to the range r = 2, Dietzfelbinger’s
family can be view as:

H = {ha(z) : ha(z) = (az) >> (2w —1),a € {0,1}*"}

where >> denotes unsigned shift. For higher independence, Siegel [45] showed that if U is not too large
compared to k, there exists a (k, 2)-wise independent family that has constant evaluation time and uses space
and initialization time O(k¢), where € is some constant. If one really wants the same independence as in the
uniform hashing model, Pagh and Pagh [34] improved Siegel’s family and show that a n-wise independent
family, which performs exactly the same as truly random hash function on a n-key set, can be constructed
in O(n) time and space and evaluation takes constant time.

It is well known that 2-wise (or pairwise) independence guarantees expected O(1) cost per operation for
chaining. For linear probing, Siegel and Schmidt [42] showed that log n-wise independence achieves the
same performance for as full independence does. A recent breakthrough was by Pagh et al. [35], which
showed that 5-wise independence suffices to obtain O(1) cost per operation, thus giving the first practical
implementation of linear probing with provable guarantees.



It might be worth noticing that there is another line to justify why hashing works well in practice: Mitzen-
macher and Vadhan [32] showed that simple hash families can achieve the same performance as a truly
random hash function if there is sufficient randomness in the data itself. Their method exploits the entropy
in the data, and they show that a mild assumption on the entropy inside the data, which holds for many
typical data streams, is sufficient to make the performance of a pairwise family comparable to that of a truly
random hash function.

2.4 Balls-and-bins paradigm

The balls-and-bins paradigm is an abstraction that appears in many hashing papers. A balls-and-bins
paradigm describes the process where n balls are placed in r bins. Classic analysis assumes that each ball
goes to any bin independently and uniformly at random, corresponding to the truly random hash function
assumption in the analysis of hashing. In this section we study some of the techniques in the balls-and-bins
paradigm that help us get a better understanding of how hashing works.

2.4.1 Chernoff-Hoeffding Bounds

Chernoff-Hoeffding bounds (Chernoff [7] and Hoeffding [23]) are fundamental tools used in bounding the
tail probabilities of the sums of bounded and independent random variables. In the balls-and-bins setting,
n balls are placed into r bins independently and uniformly at random, and we are interested in the number
of balls falling into a particular bin. Let X; be the indicator for whether the i-th ball falls into our bin, and
X =", X; is the number of balls in the bin after all balls have been placed. Since each ball goes to our
bin with probability 1/7, the expected number of balls in the bin is F[X] = n/r. Let u = n/r. By the
Chernoff bound, the following tail bound holds:

0

n
PriX > (140)u] < ((1+65)1+5> . 1)

Chernoff-Hoeffding bound gives an exponential bound on the probability that an particular bin contains
more than n/r balls, and thus is very useful in proving an expected cost that is very close to 1. However,
the Chernoff-Hoeffding bound requires full independence of X;, which means we can only use it under
the uniform hashing assumption. The seminal paper of Schmidt et.al. [44] considered the problem of how
much independence is needed to ensure the same bound. More specifically, it can be shown that if the X;’s
are [dp|-wise independent, then the bound in (1) holds. They also give some very desirable bound for
applications with even less independence. Theorem 1 presents two of their results:

Theorem 1 Given n binary random variables X1, Xo, ..., Xp, let X =>""" | X; and p = E[X|. Then for
any 6 > 0,

1. Ifthe X;’s are [ud|-wise independent, then

65 ©
2. Ifthe X;’s are k-wise independent for k < [ud], then

for C > max{k, Var(X)} where Var(X) is the variance of X.



Note that Var(X) can be estimated in our balls-and-bins model: first observe that Var(X) = """ ;| Var(X;)
if k& > 2. Assuming uniformity, Var(X;) = E[(X; — 1/r)?] = 1/r(1 — 1/r) < 1/r and thus Var[X] <
n/r = p. So the bound in (3) holds for C' > max{k, u}.

24.2 Occupancy Problem

-,

In a (n,r, 3) occupancy problem, we throw n balls into r bins independently at random. The probability
that a ball goes to the j-th bin is 3, where § = (0, ..., Br—1) is a prefixed distribution. Let Z denote the
number of empty bins after n balls are thrown in.

_, Y

Lemma 1 In an (n,r, 3) occupancy problem, Pr[Z <r —n+ §n] <e o) \where o = n/r.

PROOF: Note that if 5 is the uniform distribution, the lemma can be proved using properties of
martingales [33]. The same proof actually also holds for a nonuniform (3, so we just sketch it here:

Let Zj be the expectation of Z before any ball is thrown in, and let the random variable Z; be the expectation
of Z after the i-th ball is thrown in (where the randomness is from the first ¢ balls), for i = 1,...,n. Note
that Zy = E[Z] and Z,, = Z. It can be verified that the sequence Zy, Z1, . .., Z, is a martingale, and that
|Ziv1 — Zi] < 1forall 0 < i < n. Therefore by Azuma’s inequality, we get

Pr[Z < E[Z] — Ant/?] < 2¢7 /2.

Note that

E[z] = S(l—ﬁi)” >r (W)n:r (1—7{)71

Setting A = (§n — § — %oﬂ)n_l/2 = Q(an'/?), we have E[Z] — M\n!'/2 > r —n + 4n, hence
the lemma. u

Lemma 1 can be used to prove lower bounds for hashing problems under different models, as we shall see
in Section 6.

2.4.3 Poisson Approximation

A very powerful tool to analyze the uniform hashing model is the so called Poisson approximation. The key
insight is that if we distribute n balls into r bins independently and uniformly at random, the number of keys
received by a particular bin is a random variable that follows binomial distribution. A binomial distribution
can be approximated by a Poisson distribution when n is very large. Below is the definition of Poisson
approximation:

Definition 2 The number of balls X falling in a bin with bucket size b can be approximated by a Poisson

distribution:

(ab)®
k!

Pr[X = k] = e @ k=0,1,...

where o = n/rb.



The analysis for hashing is much simpler in the Poisson approximation. For example, the expected search
cost for external memory chaining can be estimated by

Co = 1+ > (k—b)Pr[X =§]
k=b+1

B o ()Pt ab (ab)?
= 1te b(b+1)! <1+2b+2+3(b+2)(b+3)+'“>

< 14+ 1 _e(l—a—i—lna)b‘

(1—a)

A mathematical transform, developed by Gonnet and Munro [20], builds the bridge between Poisson ap-
proximation and the exact balls-and-bins paradigm. Their work essentially says that any expected value
f(a) obtained in the Poisson model can be transformed to the exact binomial model, by using nt/(rb) to

substitute o’ in the Maclaurin expansion of f(a), where nt = nn—1)---(n—i+1).

3 RAM Model

3.1 Linear Probing with Constant Independence

The analysis of hashing with linear probing is usually considered as the birth of analysis of algorithms [24],
and it is still attracting a lot of attention nowadays. However, Knuth’s analysis relies on the uniform hash-
ing assumption. The first known result on hashing with linear probing was given by Siegel and Schmidt
in [43], where they show that O(log n)-wise independence is sufficient to achieve essentially the same per-
formance as the truly random function does. The main reason for this is that, by Theorem 1, O(log n)-wise
independent events has probability bounds only differing from the full independence case by O(1/n).

However, O(log n)-wise hash function is still expensive to evaluate. Recently a breakthrough result, pub-
lished by Pagh et al [36], showed that constant independence is sufficient to achieve constant bound. More
precisely, they showed that 5-wise independence is enough to ensure a constant expected cost per operation,
while pairwise independence may lead to logarithmic cost per operation. This result indicates simple and
efficient hash functions with description stored in CPU registers can be used to give provable good expected
performance.

Below we show that 5-wise independent family is sufficient to guarantee constant expected cost per opera-
tion. Our proof follows the one in [40] for the sake of simplicity. We will need the 4th moment inequality
here:

Lemma 2 Suppose we distribute n balls into r bins uniformly, X; is a random variable indicating that the
i-th ball falls into the first bin and X = X1 + ...+ X, is a random variable indicating the number of balls
that fall into the first bin. Then p = E[X] = n/r. If the X;’s are 4-wise independent, we have

PrX >2u] = O(1/p?)

Note that this lemma is a simple corollary of Theorem 1. To apply moments to linear probing, we consider
a perfect binary tree spanning the array. For notational convenience, let us assume that the load factor is at
most 1/3,i.e. n < r/3. A node on level [ has 2! array positions under it, and we expect 2'/3 keys to be
hashed to one of them (but more or less keys may actually appear in the subtree, since items are not always
placed at their hash position). Call the node dangerous if at least %21 keys hash to it. In the first stage, we
will bound the total time it takes to construct the hash table (the cost of inserting n distinct keys). If the



table consists of runs of k1, ko, . .. elements ( > k; = n), the cost of constructing it is bounded from above
by O(k? + k3 + ...). To bound these runs, we make the following crucial observation: if a run contains
between 2! and 2/*! elements, then some node at level [ — 2 above is dangerous.

For a proof, assume the run goes from positions i to j. The interval [¢, j] is spanned by 4 to 9 nodes on level
[ — 2. Assume for contradiction that none is dangerous. The first node, which is not completely contained in
the interval, contributes less than %2l elements to the run (in the most extreme case, this many elements are
hashed to the last location of that node). But the subsequent nodes all have more than 32/=2 /3 free locations
in their subtree, so 2 more nodes absorb all excess elements. Thus, the run cannot go on for 4 nodes, a
contradiction.

This observation gives an upper bound on the cost: add O(2%') for each dangerous node at some level [.
Denoting by p(1) the probability that a node on level [ is dangerous, the expected cost is thus >, (n/2!) x
p(l) - 228 = 3", n x 2!p(1). Using the 2nd moment to bound p(l), one would obtain p(I) = O(27%), so
the total cost would be O(n 1gn). However, the 4th moment gives p(1) = O(272), so the cost at level [ is
now O(n/2'). In other words, the series starts to decay geometrically and is bounded by O(n). To bound
the running time of one particular operation (query or insert z), we actually use the stronger guarantee of
5-independence. If the query lands at a uniform place conditioned on everything else in the table, then at
each level it will pay the “average cost” of O(1/2'), which sums up to O(1).

3.2 Perfect Hashing

Chaining with universal hashing and linear probing with 5-wise independence have a solid theoretical basis.
However, these bounds are still expected constant, and bad performance could very well occur. Perfect
hashing is a technique that achieves worst-case performance guarantee, and in this section we study two
most famous perfect hashing constructions.

3.2.1 FSK Scheme

Fredman, Komlds and Szemeredi [17] published the first construction of a perfect hashing that uses linear
space and processes the lookup operation using O(1) time in the worst case. This is the first result that shows
static efficient dictionary is indeed possible and this data structure is often referred to as the FKS scheme.

Suppose we want to store a set S € U of size n in an array of size r. Assume for simplicity p = u is a
prime. The family used is Carter and Wegman’s universal family:

H, = {hg : U — R| hi(z) = (kx mod p) mod r}.

Definition 3 Consider any S € U with |S| = n, and let R = {0,...,r — 1} withr > n. For each i € R,
the number of elements © € S colliding at i is denoted as

Bi(k,r,S)={xz € S| hi(x) =1}
and its size is denoted by b;(k,r,S) = |B;(k,r,S)|.

Note that since k¥ € U, the description of a hash function hj can be encoded into a key value in U =
{0,1,...,u — 1} and stored in a single cell. The main lemma used by Fredman et al. is that if a function Ay,
is chosen from H uniformly at random, then

i <bi(l<:,2 r, S))

=0

< Mj 4)

r

E




and by Markov’s inequality

r—1
Pr [Z <bz‘(k,27“, S)> < 2n<nr_1)] < % (3)

1=0

There are two special cases of this result. In the sparse case we choose » = 2(n — 1), relation (4) implies
that for at least half of the function h € H, one has

r—1

Z (bi(k’,;, S)) “n

1=0

Such a function is used as a primary hash function which partitions S into buckets B;(k,r,S), 0 < i <
r — 1. For each bucket B;(k,r, S) one store the elements of B;(k,r,.S) in a secondary hash table of size
ri = max{1,2b;(k,r,S) (bi(k,r,S) — 1)}. A secondary hash function hy, is chosen from H,, to guarantee
no collision in the secondary hash table, where

Hy, = {hk,| hi,(x) = (kiz mod p) mod r;}.

Using relation (4) it follows that for at least half of the functions h, € H,, one has

= bj(ki,ri, Bi(k,r,S))
> ) <1,

J=0

implying that b;(k;, r;, Bi(k,r,S)) < 1 for all j. Therefore at least half of the functions in H,, are perfect
on B;(k,r,S). The query of an element x is processed in the following manner: one first computes hy(x)
which leads to the memory cell that stores the description of the secondary hash function hy,, and hy, () is
further computed to determine where x resides in the secondary hash table. The total space requirement is
linear since

Theorem 2 There is a static hash table in the RAM model that stores n keys using O(n) space and supports
lookup operation in worst case O(1) cost.

Deterministic Construction of the FSK Structure It is not hard to see that FSK structure can be con-
structed in expected O(n) time. If one wants to construct the structure deterministically, the problem be-
comes harder. The best known result to date is is by Hagerup et al. [21], who gave an O(nlogn) time
algorithm with linear space. This result is interesting because it can be translated to a dynamic dictionary,
supporting insertions and deletions, by standard logarithmic method [46]. Particularly, the resulting dynamic
dictionary supports lookups in time O(loglog n) and insertion nl/loglogn which is a new lookup-insertion
combination for deterministic linear space dictionaries.

3.2.2 Dynamic Perfect Hashing

The FKS scheme can be made dynamic, supporting insertions and deletions in amortized expected constant
time [10]. The main techniques used are partial rebuilding and global rebuilding.

More specifically, to hash a n-key set S, we follow the FSK scheme and make the following relaxations: the
size of the primary hash table can change between n and 2n, and the size of a secondary hash table B; can
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change from r; to 2r;. Searching in this data structure is processed in the same way as for the FSK scheme,
which gives the O(1) worst-case guarantee. Deletion is processed using a technique called deleting signal,
which only marks the deleting key and defer the actually deletion to the next global rebuilding. The most
complicated part of the data structure is the insertion algorithm. In most cases the insertion is processed as
a lookup; if the querying memory cell is empty, the key is inserted there. However, several things can go
wrong during the insertion:

1. If the number of keys n exceeds the size of the primary hash table, we double the size of the primary
hash table, and perform a global rebuilding.

2. If the total size of the hash table becomes too large (say, cn for some constant c), a global rebuilding is
performed.

3. If the size of a secondary hash table B; needed exceeds the current size r;, we double the size of B;,
and perform a partial rebuilding on B;.

4. If a collision happens in a secondary hash table B5;, a partial rebuilding is performed on B;.

It can be shown that the amortized expected cost for an insertion is O(1). The formal analysis is too technical
and complicated so we skip it here, but the key observation is that, by doubling the prime hash table and the
secondary hash tables, the probability that any of the above cases happens is very small and thus rehashing
will only add an amortized expected O(1) cost.

3.3 Cuckoo Hashing

The dynamic perfect hash table described in the last section has very desirable performance guarantee, but
it is too complicated for implementation. Cuckoo hashing, developed by Pagh and Rodler [39], possesses
the same theoretical properties as Dietzelbinger’s dictionary, and is much simpler.

Theorem 3 Cuckoo hashing stores a n-key subset of a universe U and supports lookup operations using
worst-case 2 independent memory accesses, which can be done in parallel. Updates are processed in amor-
tized expected constant time, and the space usage is 2(1 + €)n words, where € is a constant.

We start with a static version of cuckoo hashing, proposed by Pagh [38]. The dictionary uses two hash
tables, T} and T, each of length r, and two hash functions hq, hy : U — R = {0,...,r — 1}. Each key
x € Sis stored in cell hy (x) of T7 or ha(x) of Ts, but never in both. The lookup of a key x is simply probing
both hy(x) and ha(z). It can be shown that if » > (1 + €)n for some constant € > 0, and hy, he are picked
uniformly at random from an (O(logn), O(1))-wise independent hash family, the probability that there is
no way of arranging the keys of S according to hy and hs is O(1/n). A suitable arrangement of the keys
was shown in [38] to be computable in expected linear time, by a reduction to 2-SAT.

We now consider the dynamization of the above scheme. Deletion is of course simple to perform in constant
time, not counting the possible cost of shrinking the tables if they becomes too sparse. Insertion is processed
in the “cuckoo” manner, i.e. we first insert x to 77 by looking at hi(x). If hi(x) is empty we put x there.
Otherwise, suppose y is stored in h (). The algorithm evicts y, stores = in hj(x), and insert y to 75 in the
same way. It may happen that this process loops, and a value M axLoop set to ©(logn) is used to bound
the number of iterations. When the number of keys evicted hits M ax Loop, we simply pick h; and ho again
and do a rehashing.

In the rest of the section we analyze the running time of an insertion. The key observation is that when
inserting a new element, we never examine more than O(logn) keys. Since our functions are O(logn)-
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independent, we can treat them as in the uniform hashing model. Also, to make the calculation easy, we
assume that r = 4n.

Consider the process of inserting a key x1. We will consider the probability that the insertion evicts at least
2t keys 1,91, -.,%¢, Y¢, . ... Lhe behaviors of an insertion in the cuckoo hash table can be represented
by the cuckoo graph GG, whose vertex set is 77 and 7> and whose edge set contains edges of the form
(hi(z), ho(z)) for all z € U. In this way, the process of inserting item z; can be viewed as a walk on G
starting at h(x1). There are three possible situations:

e No cycle: The simplest case is that the probing sequence finds an empty cell and no cycle happens(see
Figure 1).

o

\\

N Y1 T2 Y2 x3 Y3 T4
) ) ) ) ) ) )

Figure 1. No cycle

The first eviction happens if and only if T'[h;(z1)] is occupied. By the union bound it happens with
probability at most
n 1
> (Pr[ha(x) = ha(x1)] + Priha(z) = hi(z1)]) < 2 - =15
TES,x#x1

Similarly, the next eviction would happen with the same probability. Thus the probability that two
evictions happens is at most 272. And we can argue that the process carries out the at least 2¢ evictions
with probability at most 272,

N Y1 x2 Y2
[ ) [ [ J
X _ - Y_- N_ -
Y1 2 Y2
1
N Y5 z6 Y6
[ ) > @ > @ > @ > @

Figure 2. One cycle

e One cycle: It is possible that the probing sequence comes back to a cell that has already been visited.
For example, if h(y;) is occupied by a previously evicted key y; when we first attempt to insert y;,
the keys v;, =i, . . ., x1 will be evicted in that order, and x; will be sent to T'[h2(z)], and the sequence
continues. If it hits an empty position, the probing sequence would have exactly one cycle, see Figure 2.

In order to bound the probability of this probing sequence, we claim that in x1,¥1,...,Z:, y; there
exists a consecutive subsequence distinct items of length at least 2¢/3 that starts or ends with z;. The
reason should be obvious; the sequence can be partition into 3 parts that start or end with z, and one
of them must contains at least 2¢/3 keys. By the same reasoning as in the previous case, we have that
the probability that the insertion process evicts all these keys is at most 272t/3,
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e Two cycles: If a probing sequence with one cycle hits a previously visited cell again, another cycle is
formed. In this case the process continues indefinitely if we do not require that it stops after M ax Loop
evictions, see figure 3.

N Y1 x2 Y2
[ ) [ [ J
X _ - Y_- N_~-
Y1 T2 Y2
z1
A T4 Ys
° > @ > @
A
z7 ze6
\
0o < [ J

Figure 3. Two cycles

The probability of a sequence of length 2¢ with two cycles can be bounded by a union bound on all
possible two-cycle configurations.

— The first item in the sequence is 7.

— We have at most (n — 1)(n —2) - - (n — 2t + 1) < n?*~! choices of other items in the sequence.

— We have at most 2¢ choices for when the first loop occurs, at most 2¢ choices for where this loop
returns on the path so far, and at most 2¢ choices for when the second loop occurs.

— We also have to pick 2¢ — 1 hash values to associate with the items. (The sequence has 2t edges,
but only 2t — 1 vertices. See Figure 3.)

Thus, there are at most 8t>n?~1(4n)?*~1 configurations. We have to choose the value of ki and
the value of ho of each key, so the probability that a configuration occurs is given by 2%¢(4n)~%¢.
The 22 factor is due to the fact that edge (u,v) can correspond to either hy(z) = u, ho(z) = v or
hi(x) = v, ha(x) = u. Thus, the probability that a two-cycle configuration occurs is at most

8t3n2t71(4n)2t7122t t3
(4n)% ~ 221

So for no cycle or one cycle case, the expect cost for a insertion can be bounded by » 72, 22t/ 32t +1) =
O(1). If the two cycle case happens the insertion will evicts Max Loop keys and rehash. Therefore, the
probability that a two-cycle occurs at all is at most

— 1
Zn222t—1 =0 n2 )
t=1

Also, the insertion process might stop and initiate rehashing after evicting O(logn) items while being in
the no-cycle or the one-cycle configuration. In this case, we can set MaxLoop to be 61lgn, so that the
probability of this happening it at most 2~ (6187)/3 — 9=2lgn — =2,

So, an insertion causes the data structure to rehash with probability O(1/n?). Therefore, n insertions can
cause the data structure to rehash with probability at most O(1/n). Thus, rehashing, which is basically n

13



insertions, succeeds with probability 1 —O(1/n), which means that it succeeds after a constant number trials
in expectation. In a successful trial, every insertion must fall into the first two cases. Therefore, a successful
trial takes n x O(1) = O(n) time in expectation. In an unsuccessful trial, however, the last insertion can take
O(log n) time, so it takes O(n) + O(logn) = O(n) time in expectation as well. Since we are bound to be
successful after a constant number of trials, the whole process of rehashing takes O(n) time in expectation.
Hence, the expected running time of an insertion is O(1) + O(1/n?) - O(n) = O(1) + O(1/n) = O(1).

Cuckoo Hashing and Randomness A big open question evolving cuckoo hashing is that, how much
randomness do we need to make cuckoo hashing work? Until now there is a huge gap between the upper
bound and the lower bound: A recent advance by Cohen and Kane [8] demonstrates that the 5-independence
(which is slightly different than but close to 5-wise independence) is insufficient for constant amortized cost
per operation for cuckoo hashing with 2 choices, but also show that only one of the two hash functions needs
to be log n-wise independent to obtain constant expected time per operation. Interestingly, they show that
©(log n)-joint-independence are needed for cuckoo hashing to work within the same time bounds, where
k-joint-independence are defined as follow:

Definition 4 A family of pairs of hash functions hi, ho is k-joint-independent if for any k distinct keys
T1,T2,...,Tand 2k values a1, as, . .., ar and by, by, . . ., by, for a randomly chosen pair of hash functions,

o)

PrVi: hi(z;) = a; and ha(x;) = bi] = —5;~.
r

4 1/0 Model

Hash tables are commonly used for indexing in large database management systems. In this case the hash
tables are stored on external memory and the goal is to minimize the number of I/Os to retrieve or insert
(delete) an element. The model considered here is the classical I/O model of Aggarwal and Vitter [1]. The
hash table works especially well in the I/O model, since collisions happen only when there are more than b
elements hashed to the same block. Large blocks help to push the performance of external hash tables to the
limit: Using some common collision resolution strategies such as linear probing or chaining, the expected
cost of a query is merely 1 + 1/ 22(b) 1/0s, provided the load factor « is a constant bounded from 1, as
showed before. Most external hashing results assume the uniform hashing model, which we will adopt in
this section.

4.1 Dynamic External Hashing

A challenge for designing external hash table is that the data set S can change drastically. For example,
a hash index of a table can expand or shrink with the table. In this case maintaining the hash table size
proportional to the size of S becomes crucial. Of course the standard doubling/halving strategy can be used
to maintain the load factor « in the range 1/2 — ¢/2 < o < 1 — € as we insert and delete keys in the hash
table where € > 0 is any small constant. However if we want to improve the space utilization by maintaining
a higher load factor, or if we want the hash table expand and shrink more smoothly with .S, better strategies
are needed. Various external dynamic hashing schemes have been proposed [28] for these purposes. Among
these, linear hashing [29] and extendible hashing [13] appear to be the most commonly used.

Linear Hashing Linear hashing is a technique of maintaining high factor for external hash tables with

chaining. The name linear hashing is used because the number of buckets grows or shrinks in a linear
fashion.
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For simplicity, we assume ho(x) = x mod r is the initial hash function. Insertions and deletions are
performed using hq until a bucket overflow happens. When the first overflow occurs, the first block, By, is
split into two blocks By and B, using a new hash function hi(x) = z mod 2r, where B, is a new block
added to the hash table. A new overflow of some block triggers the split of By and so on so forth, until B, _
is split which is a sign of full expansion, and we start with By to Bg,_1 in the next round. If a pointer p is
used to indicate which block is next to be split, we can easily identify the hash function for searching.

One major drawback of linear hashing is that a block may wait for a long time before getting split. This will
create a very uneven distribution of the load over the hash table, causing a large number of overflow keys.
The development of Linear hashing with partial expansion [26] is motivated to overcome this drawback.
The blocks of the hash table are partitioned into groups, such that the size of any two groups differs by at
most 1. The hash function values are distributed uniformly on the groups (i.e., the probability to have a hash
function value in a particular group is the same for all groups), and are also distributed uniformly on the
blocks within a group. To increase the number of blocks in the hash table by 1, the number of blocks in
one of the groups is increased by 1, and the corresponding buckets are reorganized by hashing to the larger
range. Decreasing the number of blocks in the hash table by 1 is done analogously. At the time where all
groups have the same size, we may split all groups into two groups, or merge pairs of groups in order to
maintain a group size of ©(ng), for some parameter ngy. The following theorem by Larson [27] describes
the performance of linear hashing with partial expansion:

Theorem 4 Linear hashing with partial expansions keeps the expected load on all buckets within a factor
14 O(1/ng) of each other, while adding an amortized expected cost of ng /b I/Os per update cost, in which
ng is the group size maintained.

Extendible Hashing Extendible hashing, developed by Fagin et al. [13], is widely use in the database
system due to its simplicity of expansion. Extendible hashing achieves worst case 1 I/0O lookup cost, while
maintaining a load factor of 69% in expectation.

Roughly speaking, extendible hashing stores an directory in the internal memory to direct the query.The
directory has 2% entries; each entry is a pointer to an external memory block. Let & be a truly random hash
function defined on U, extendible hashing takes the d least significant bits of h(x) as the index of x to
the directory. The parameter d is called the global depth of the directory, and is chosen to be the smallest
number such that no more than b keys are mapped to the same entry. This property is satisfied with high
probability if the number of bits in h(x) exceeds 3 logn.

Note that there does not have to be a distinct block for each of the 2¢ directory entries. Several entries that
share the same d’ least significant bits can point to the same block if no more than b keys are hashed to these
entries. And d’ is the local depth of this block that specifies the number of bits used to identify the content
in the block. When a block of local depth d’ overflows it is split into two blocks with local depth d’ + 1.
In case d’ = d we need to double the directory. Conversely, if two blocks with the same local depth d’ and
contains the keys with the same d’ least significant bits by applying h, these blocks are merged. If all blocks
have local depth smaller than the global depth, the size of the directory is halved.

Clearly extendible hashing provides lookups in worst-case 1 I/O. The expected load factor cv is 1/In2 =
0.69, which means that about 69% of the space is utilized. Flajolet [14] showed that the expected number of

. . . . 1+1/b . . . . . .
entries in the directory is O("——), meaning extendible hashing uses a internal memory of size superlinear

to the number of blocks in the hash table.

15



4.2 External Perfect Hashing

External perfect hashing, i.e., data structures that perform lookups using worst-case 1 I/O, is very desirable
in the database community, due to the high cost of disk accesses. Many strategies were proposed to achieve
this goal (for example, extendible hashing is perfect), and below we summarize some important results.

Signature Hashing Signature hashing, proposed by Gonnet and Larson [19], achieves worst-case 1 /O
lookup using an internal memory size proportional to n/b. The technique can be used on different collision
resolving strategies. Take chaining for example. When a block overflows, a new block is chained to the
bucket. In order to perform lookup in 1 I/O we need to further separate the blocks in this linked list. In
signature hashing, some hashing signatures are stored in the internal memory for this purpose. The hashing
signature is usually obtained by using a secondary hash function to hash the keys in the same bucket to
[0,1) and taking the first k& bits. For each overflowed block, the largest signature of this block is stored
in the internal memory, and is referred to as the separator of this block. A search for key = will find the
corresponding bucket, find the block with the smallest separator that are larger than x’s signature, and search
that block.

The main problem with signature hashing is that the internal memory size is too large. In the worst case it
could be n/b bits. Employing the uniform hashing assumption, the internal memory size can be reduced to
n/29®) words in expectation.

B-perfect Hashing Mairson [30] considered implementing a b-perfect hash function, which ensures that
no more than b keys are hashed to the same block. The structure is also minimal, meaning the number
of blocks is only [n/b]. Mairson showed that such a function can be implemented using nlog b/b bits of
internal memory. A matching lower bound was showed if the minimal condition is required. Mairson’s
technique, however, is based a probabilistic argument and therefore highly nonconstructive.

4.3 Lookup Using 2 Parallel I/Os

Multi-choice hashing scenario is found to be particularly useful in the I/O model, since one can easily
perform the searches in parallel using multiple disks. One hashing scheme called two-way chaining was
introduced by Azar et al. [S]. It can be thought of as two chaining hash tables with two independent hash
functions h; and hy. A search for key = will go through all the keys residing in h;(x) and hy(z) until =
is found. New keys are always inserted to the bucket with less keys. It can be shown that the the expected
overflow size is n/22°" "
block.

, which is doubly exponentially in the average number of free spaces in each

Cuckoo hashing is also analyzed in the I/O model [11, 15], where the large block size helps to improve
the space utilization. More specifically, in [11] Dietzfelbinger and Wiedling showed that if each block can
accommodate b keys, then the load factor of cuckoo hashing can be improved from 1/2to 1 — 1/2°.

5 Cache-Oblivious Model

Pagh et al [41]. considered how to build a cache-oblivious hash table such that the 1 + 1/ 222(0) hound can be
achieved. A straightforward way of making the hash table cache-oblivious is to simply use linear probing
but ignoring the blocking at all> The I/O cost of linear probing is analyzed, which turns out to delicately
depend on C), and C/,, the expected number of probes in a successful and unsuccessful search, respectively.

€haining would perform worse cache-obliviously because the list associated with each position is not laid out consecutively.
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Theorem 5 Let CO,, and CO), denote the expected number of 1/Os for a successful and an unsuccessful
search, respectively. For any block size b, we have

CO,=1+(C,—-1)/b

CO, =1+ (Cl, —1)/b.
Next Pagh et al. show that the blocked probing algorithm[35] achieves the desired 1 + 1/ 29(b) gearch cost,
but under the following two conditions: (a) b is a power of 2; and (b) every block starts at a memory address
divisible by b. Neither of these conditions is stated in the cache-oblivious model, but they indeed hold on all
real machines. This raises the theoretical question of whether 1 4 1/2%(®) is achievable in the “true” cache-
oblivious model. A lower bound is presented to show that neither condition is dispensable. Specifically,
they prove that if the hash table is only required to work for a single b but an arbitrary shift of the layout, or
if (b) holds but the hash table is required to work for all b, then the best obtainable search cost is 1 + O(«a/b)
I/Os, which exactly matches what linear probing achieves.

5.1 Blocked Probing

Blocked probing assumes a hash table whose size r is a power of two. It also assumes that 7 is fixed, i.e.,
there is no notion of dynamically adjusting the capacity of the hash table; at the end of this section we
sketch how to handle the general case. Suppose that the key x is stored in location i,. Following [35] the
distance measure d(z,1i,) is defined to be equal to the position of the most significant bit in which h(z)
and i,, differ (the least significant bit is said to be at position 1), and d(x,i,) = 0 in case i,, = h(x). Let
I(z,7) = {i| d(z,i) < j}. Note that I(z, j) is the aligned block of size 2/ that contains h(z). The invariant
of blocked probing is that each key is stored as close as possible to h(x) in the sense that i, € I(x,j) if
there is sufficient space, i.e., if the number of keys with hash values in I(x, 5) is at most |I(z, j)| = 27.

When inserting a key x the invariant is maintained by searching, for j = 0,1,2,..., for a location ¢ €
I(xz, j) where x could be placed. For each j we first check if there is an empty location in I(z, j) and put =
there if there is one. Otherwise, we look for a location i,, € I(x, j) that contains a key x’ with d(z’,4,/) > j
(implying that h(z') & I(x,7)). If there is such an 2’ we swap z and 2, and continue the insertion process
with 2. If both attempts fail we move on to the next j.

A search for x proceeds by inspecting, for j = 0,1,2,..., the locations of I(z, j) until either x is found,
or we do not find z but find instead an empty location or a key =’ with d(x’,i,/) > j. In the latter cases, the
invariant tells us that x is not present in the hash table.

Deletion of akey x € I(x,j)\I(x,j — 1) needs to check if there is a key stored in I(x, j + 1)\ (z, j) that
could be stored in I(z, j) — if this is the case it is copied to the empty location, and the old copy is deleted
recursively.

Cache-oblivious analysis of blocked probing Let S denote the set of keys involved in a given operation
(insertion, deletion, successful or unsuccessful search), including the key z specified by the query or update
(z may or may not be in the hash table). Define X; as the number of keys in S with hash value in the aligned
block of size 27 containing h(z), i.e., X; = [{y € S | h(y) € I(z,5)}|. Note that the algorithm will not
visit any locations outside of I(z, j*), where j* = min{j | X; < 2/}. We know that h(z) € I(z, j), but for
any key y # = we have, by the full randomness assumption, that Pr[h(y) € I(z,j)] = 2’ /r. This means
that X; — 1 follows a binomial distribution with expectation bounded by n27 /r = a2’. By Chernoff bounds
Pr[X; — 1> 2/ — 1] < 2-(1m)*(Z=1)/2 55 the probability that j* > j is at most 2~ (1=@)* (2’=1)/2,

By the assumption that b is a power of 2 and storage blocks are aligned to multiples of b, we have that all
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locations in I(x,logb) can be visited in 1 I/O. More generally, if the search goes on to step j* > log b the
number of I/Os required is 27" /b, since I(z,;*) consists of that many blocks. To compute the expected
number of blocks involved in an operation, in addition to the first I/O that retrieves I(x, log b), we sum over
all possible values of j* > log b the cost 27" /b multiplied by the probability that j* steps or more is used:

1 + Z 2j/b 1 Ot)2 (2J 1)/ — 1 _|_ 2—Q((1—O&)2 b),
j=1+logb
The upper bound uses the fact that the sum is rapidly decreasing as j increases, and hence is dominated
by the first term. In conclusion, we have upper bounded the expected 1/O cost for a search, insertion, or
deletion, to 1 4 2-(1=2)*b) which is 1 4 1/2°%®) for o bounded away from 1.

5.2 Cache-oblivious dynamic hash tables

The resizing technique from the previous sections can be made cache-oblivious to maintain the load factor
of « = 1 — O(g). Suppose initially 7 is a power of 2 and n > (1 — 2¢)r. Adjust € so that er is also a
power of 2; this will not change ¢ by more than a factor of 2. The idea is to split the hash table into 1/¢
parts using hashing (say, by looking at the first log(1/e) bits of the mother hash function), where each part
is handled by a cache-oblivious hash table of size er which stores at most (1 — €)er keys. As n changes,
the number of parts also changes to maintain the overall load factor at &« = 1 — O(eg). Now this situation
is analogous to a standard cache-aware hash table with “block size” being equal to (1 — €)er, and parts
corresponding to blocks. So we may use any cache-aware method that resizes a standard hash table. When
r doubles or halves, we rebuild the entire hash table using a new part size er. The cache-aware resizing
techniques ensures that only 1+ 1/ 28:(b") ) parts are accessed upon a query in expectation where /' is the part
size b’ = (1 — e)er. Within each part, our cache- 0th10us scheme accesses 1 4 1/2%(®) blocks. So as long
as r > b, the overall query cost is still 1 + 1/ 25Ub) 1/0s, as desired.

The following theorem summarizes their main results:

Theorem 6 In the cache-oblivious model where the block size b is a power of 2 and every block starts at
a memory address divisible by b, there is a dynamic hash table that supports queries in expected average
ty = 1+ 1/2%0) [/Os, and insertions and deletions of keys in expected amortized 1 + O(1/b) I/Os. The
load factor can be maintained at oo > 1 — € for any constant € > 0.

6 Lower Bound
6.1 Cell Probe Complexity of Perfect Hashing

Mehlhorn [31] showed that minimal perfect hashing requires space €2(n) bits. The lower bound holds even
if the range of the functions 7 is of size O(n) rather than exactly n, and h is required to be injective. Below
we demonstrate a simple proof of this result using Lemma 1:

First note that this lower bound is actually on the size of any perfect hash family. More precisely, a perfect
hash family H consists of some function h : U — R, such that given any n-subset S of U, we can find a h
in H to map S to R without collision. Mehlhorn’s result says that the size of H is at least €2(2"). Consider
a fixed mapping f : U — R and a random subset S, the probability of f being perfect for S is exact the
probability that f leaves r — n cells empty after S is mapped. By Lemma 1 we know that this probability is
e~*%")_and by union bound we need at least e2(") functions to map all possible S.

Mairson [30] considered a related generalization of minimal perfect hashing which can be translated to a
lower bound on the internal memory size of any external perfect hashing algorithm. He proved that if each
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block can accommodate b keys, and the total number of blocks is minimal: [n/b], then (nlogb/b) bits
are necessary for external perfect hashing.

Sundar [47] considered the lower bound for the dynamic dictionary problem under the refresh cost multilevel
hashing model. The result we are particularly interested in is the lower bound obtained under the single-level
hashing model, which is essentially the same as the cell probe model. More specifically, Sundar proved that
in the cell probe model with cell size b bits and one free cell, if a dictionary with maximum size n must
perform search in worst-case 1 lookup, then the amortized update cost is £2(n/b). This lower bound holds
aslongas |U| > 2rand r > n.

Pagh [37] considered the cell probe complexity of membership and perfect hashing. He showed that in the
word probe model, any data structure using linear space and must probe at least three cells to answer a
membership query in worse case. This confirms the optimality of FSK scheme.

6.2 The Limit of Buffering

Buffering is an important technique in the I/O model. The presence of a no-cost internal memory could
change the problem dramatically, since it can be used as a buffer space to batch up insertions and write them
to disk periodically, fully utilizing the parallelism within one I/O and reducing the amortized insertion cost.
The abundant research in the area of I/0-efficient data structures has witnessed this phenomenon numerous
times, where the insertion cost can be typically brought down to close to O(1/b) I/Os. Examples include
the simplest structures like stacks and queues, to more advanced ones such as the buffer tree [3] and priority
queues [4,12]. Many of these results hold as long as the buffer has just a constant number of blocks; some
require a larger buffer of ©(b) blocks (known as the all cache assumption). Please see the book by Vitter
[51] for a complete account of the power of buffering.

Therefore the natural question is, can we (or not) lower the insertion cost of a dynamic hash table by
buffering without sacrificing its near-perfect query performance? A folklore conjecture is that the insertion
cost must be (1) I/Os if the query cost is required to be O(1) 1/Os.

Successful Queries The first attempt to solve the conjecture is [53], in which only successful queries were
considered. The main result is as follows:

Theorem 7 For any constant ¢ > 0, suppose we insert a sequence of n > 2 (m logu - b2c) random items
into an initially empty hash table. If the total cost of these insertions is expected n-t,, 1/0s, and the hash table
is able to answer a successful query in expected average t, I/Os at any time, then the following tradeoffs
hold:

1. Ifty <14 O(1/b°) for any ¢ > 1, then t,, > 1 — O(l/b%l);
2. Ifty <1+ O(1/b), thent, > Q(1);

3. Ifty <14 O(1/6°) forany 0 < ¢ < 1, then t,, > Q(b™1).

Theorem 7 says that if ¢, < 1+ O(1/b) for any constant ¢ > 1, buffering is essentially useless. However, if
the query cost is relaxed to ¢, < 1+ O(1/b) for any constant 0 < ¢ < 1, a simple dynamic hash table that
supports insertions in t, < O(b°~1) = o(1) I/Os is presented (for block sizes b = Q(log!/* 7)), indicating
that by only considering successful queries we can not obtain any stronger lower bound result. Above results
are pictorially illustrated in Figure 4.
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Figure 4. The query-insertion tradeoff.

Membership The lower bound in [53] can not be improved, since a matching upper bound for fast suc-
cessful queries and efficient buffering is proposed. However for membership queries this is not the case.
Zhang and Yi [55] shows that it is not possible to achieve ¢, = 1 + o(1) and t,, = o(1) simultaneously. A
very recent result by Verbin and Qin [49] shows that buffering is not possible for constant-time queries:

Theorem 8 Suppose we insert a sequence of n elements chosen from a sufficiently large U uniformly at
random, into any initially empty randomized data structure in the cell probe model with cell size b bits and
free cells of total size m bits. If the amortized expected cost for a insertion is t,, < 1 — O(1), then we must
have t; > Q(10gy 10, (1/M)), Where t, is the expected number of probes made by data structure to answer
a membership.

7 Open Problems

Hashing is perhaps one of the most studied problems in computer science, and in this survey we can only
cover a small subset of the results. It should be noted that after intensive study for decades, hashing remains
arich area and many questions remain open. Among them we find the following two particularly interesting
and worth investigating:

1. How much randomness does cuckoo hashing need to achieve constant cost per operation? Cohen and
Kane [8] shows that €2(log n)-joint-independence is required, suggesting that it is possible that a lower
bound of 2(log)-wise independence exists.

2. How to design external hash tables using limited independence? Currently, all existing results use
a truly random hash function. It would be nice to know how much randomness we need to achieve
14 1/2%®) bounds.
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